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PREDICTIVE MODELING OF FLIGHT DELAYS USING

DECISSION TREE

MODELOWANIE PREDYKCYJNE OPOZNIEN LOTOW Z WYKORZYSTANIEM

DRZEW DECYZYJNYCH

Nowadays, although technology has developed
on an unimaginable scale, there are still factors
that can disrupt the safe and smooth functioning
of many areas of daily life. One such factor are
delays. Unquestionably, they are an undesirable
and, in some cases, even dangerous element.
A particular case in point may be air traffic, which
is one of the most technologically advanced are-
as. However, air traffic delays, which occur quite
frequently, have made it desirable to study this
area based on airport capacity modelling and
machine learning methods, with the main focus
on decision tree algorithms. Based on these de-
cision tree methods, the result of acquiring and
processing data and variables has been the crea-
tion of specific models that can support air traffic
management and, consequently, the levelling of
the resulting delays.

Keywords: air transport, decission tree, delays
of aircraft
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Wspotczesnie, choé technologia rozwineta sie
na niewyobrazalng skale, wcigz istniejg czyn-
niki, ktére moga zaktdci¢ bezpieczne i sprawne
funkcjonowanie wielu obszaréw codziennego
zycia. Jednym z nich sg opdznienia. Niewatpli-
wie s3 one elementem niepozadanym, a w nie-
ktorych przypadkach nawet niebezpiecznym.
Szczegdlnym przypadkiem moze by¢ ruch lot-
niczy, ktory jest jednym z najbardziej zaawan-
sowanych technologicznie obszaréw. Jednak
wystepujgce dos¢ czesto opdznienia w ruchu
lotniczym sprawity, ze pozadane stato sie ba-
danie tego obszaru w oparciu o modelowanie
przepustowosci lotnisk i metody uczenia ma-
szynowego, z gtdwnym naciskiem na algoryt-
my drzew decyzyjnych. W oparciu o te metody
drzew decyzyjnych, wynikiem pozyskiwania
i przetwarzania danych i zmiennych byto stwo-
rzenie konkretnych modeli, ktére mogg wspie-
ra¢ zarzadzanie ruchem lotniczym, a w konse-
kwencji niwelowanie powstatych opdznien.

Stowa kluczowe: transport lotniczy, drzewa

decyzyjne, opdznienia samolotéw
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1. INTRODUCTION

1.1. OVERVIEW OF CHALLENGES IN AIR TRAFFIC MANAGEMENT, FOCUSING
ON FLIGHT DELAYS

An overview of challenges in air traffic management, focusing on flight delays, re-
veals that they significantly impact airlines, passengers, and overall operational
efficiency. Various factors contribute to flight delays, including airport operations,
weather conditions, air traffic control constraints, and airline scheduling. Research
has focused on understanding the patterns and interdependencies of flight delays to
develop effective strategies for mitigation.

Studies? highlight the importance of recognizing the characteristics and propagation
effects of flight delays to improve scheduling and operational decision-making. Ad-
ditionally, another research? emphasizes the development of predictive models and
optimization approaches to address air traffic delays at a systemic level.

Furthermore, the work3 introduces multi-airport ground-holding strategies to op-
timize airport capacity allocation and reduce delays. Operational factors* also play
a role in causing flight delays, with air traffic control facing coordination challenges,
especially during peak traffic periods.

Collaborative decision-making and accurate delay prediction are essential for effec-
tive air traffic scheduling and resource managements. Understanding the dynamic
nature of air traffic flow is crucial for managing congestion and minimizing delayse.

In conclusion, addressing flight delays in air traffic management requires a compre-
hensive approach that considers various factors such as airport operations, weath-
er conditions, air traffic control constraints, and airline scheduling. By developing
predictive models, optimization strategies, and collaborative decision-making pro-
cesses, the aviation industry can work towards reducing flight delays and improving
overall system efficiency.

1.2. THE ROLE OF TECHNOLOGY IN MANAGING AND PREDICTING FLIGHT
DELAYS

The role of technology in managing and predicting flight delays is crucial for en-
hancing operational efficiency and passenger satisfaction in air traffic manage-
ment. Advanced technologies, particularly machine learning and deep learning al-
gorithms, have been increasingly utilized to develop accurate and reliable methods

1 Wu, Lin, and Ji, ‘An Integrated Ensemble Learning Model for Imbalanced Fault Diagnostics and Pro-
gnostics’.

2 Moreno Rebollo and Balakrishnan, ‘Characterization and Prediction of Air Traffic Delays’; Bertsimas,

Lulli, and Odoni, ‘An Integer Optimization Approach to Large-Scale Air Traffic Flow Management’.

Jiang and Xie, ‘Study of the Multi-Airport Ground-Holding Strategy Model and Application’.

Zamkova, Prokop, and Stolin, ‘Factors Influencing Flight Delays of a European Airline’.

Zhang, ‘Spatio-Temporal Data Mining for Aviation Delay Prediction’.

Li et al., ‘Fast Evaluation of Aircraft Icing Severity Using Machine Learning Based on XGBoost’.

o 0 s ow

DOI: 10.55676/asi.v4i2.79



https://journal.law.mil.pl

for predicting flight delays’. Studies such as those by emphasize the maturity and
effectiveness of flight delay prediction methods based on machine learning and ar-
tificial intelligence technologies. These technologies enable the classification and
prediction of flight delays, thereby preventing and reducing economic losses associ-
ated with delays. Furthermore, research by other authors? highlights the application
of deep learning algorithms, such as CNN-based models, for predicting flight delay
propagation and classifying delays effectively. Additionally, other studies® demon-
strates the successful application of machine learning approaches, including artificial
neural networks, for flight departure delay prediction and analysis.

Moreover, technology plays a significant role in optimizing air traffic flow and sched-
uling. Studies! focus on probabilistic flight delay predictions using machine learning
and trajectory-based allocation models for collaborative air traffic management pro-
grams. These technologies contribute to improving the accuracy of delay predictions
and enhancing decision-making processes in air traffic management.

By leveraging advanced technologies, the aviation industry can enhance operation-
al efficiency, reduce economic losses, and improve overall air traffic management
systems.

1.3. CONTEXT OF AIR TRAFFIC DELAYS AND THEIR IMPACT ON OPERATIONS

AND SAFETY

Air traffic delays significantly impact aviation operations and safety, affecting pro-
ductivity, passenger loyalty, and overall system efficiency. Studies highlight cascad-
ing effects such as decreased aircraft productivity and disrupted crew scheduling?2,
Managing delays is complex, especially when sector capacities and traffic demand
are not aligned?3. Network resilience is crucial for maintaining safety and efficiency
during disturbances?4. Departure delays often have a significant influence on arrival
delays, creating a ripple effect throughout the system?s. Effective decision-making
for rerouting and holding aircraft must balance flight safety with operational costs?s.

7 Ziotkowski, Matachowski, Oszczypata, Szkutnik-Rogoz, Konwerski, ‘Simulation model for analysis and
evaluation of selected measures of the helicopter’s readiness’.

8 Jia et al.,, ‘Flight Delay Classification Prediction Based on Stacking Algorithm’; Qu, Wu, and Zhang,
‘Flight Delay Propagation Prediction Based on Deep Learning’; Zhang, ‘Spatio-Temporal Data Mining
for Aviation Delay Prediction’.

9  Bisandu et al., ‘A Deep Feedforward Neural Network and Shallow Architectures Effectiveness Compa-
rison: Flight Delays Classification Perspective’.

10 Esmaeilzadeh and Mokhtarimousavi, ‘Machine Learning Approach for Flight Departure Delay Predic-
tion and Analysis’.

1 Zoutendijk and Mitici, ‘Probabilistic Flight Delay Predictions Using Machine Learning and Applications
to the Flight-to-Gate Assignment Problem’.

12 Wong and Tsai, ‘A Survival Model for Flight Delay Propagation’.

13 Palopo, Chatterji, and Lee, ‘Interaction of Airspace Partitions and Traffic Flow Management Delay’.

14 Xu and Zhang, ‘Statistical Analysis of Resilience in an Air Transport Network'.

15 Zhen et al., ‘A Deep Learning Approach for Short-Term Airport Traffic Flow Prediction’.

16 Zhang, ‘Spatio-Temporal Data Mining for Aviation Delay Prediction’.
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Controlling delays is essential to minimize economic impacts?’. Efficient air traffic
control systems are necessary to mitigate delays and their repercussions.

Technological advancements have also greatly influenced air traffic management,
improving efficiency, safety, and sustainability. Innovative technologies have trans-
formed the control, monitoring, and optimization of air traffic. Advanced communi-
cation and surveillance systems, like System-Wide Information Management (SWIM),
enhance data exchange, situational awareness, and decision-making!®. Predictive
modeling and optimization tools, using machine learning and deep learning tech-
niques, forecast delays and optimize scheduling?®. New concepts such as Distributed
Air/Ground Traffic Management leverage automation and Al to streamline opera-
tions20. Digital twins and simulation tools allow for testing and validating strategies,
improving operational resilience.

In conclusion, air traffic delays and the evolution of air traffic management technol-
ogy significantly impact aviation operations and safety. Understanding delay propa-
gation, optimizing airspace management, and leveraging advanced technologies are
crucial for mitigating delays and ensuring safe, efficient air travel.

2. INTRODUCTION TO DECISION TREE ALGORITHMS

Decision tree algorithms are powerful tools in machine learning used for classifi-
cation and prediction tasks. They segment the predictor space into simple regions,
making them interpretable and suitable for feature selection and classification2t.
These algorithms are particularly relevant due to their ability to handle complex de-
cision-making processes and extract valuable insights from data.

Decision trees automatically select predictive variables and accurately classify data22.
They have been applied in various domains, including air quality classification23, bot-
net detection?4, and traffic flow prediction. Their importance in predicting flight de-
lays is significant, as they help extract relevant features, identify patterns, and make
accurate predictions?s.

17 Chen et al., ‘An Empirical Study on the Indirect Impact of Flight Delay on China’s Economy’.

18 Graupl, Mayr, and Rokitansky, ‘A Method for SWIM-Compliant Human-in-the-Loop Simulation of Air-
port Air Traffic Management’.

19 |zdebski, Gotda, Zawisza, ‘The Use of Simulation Tools to Minimize the Risk of Dangerous Events on
the Airport Apron’.

20 Bilmoria et al., ‘FACET: Future ATM Concepts Evaluation Tool".

21 Kalliguddi and Leboulluec, ‘Predictive Modeling of Aircraft Flight Delay’.

22 Khan et al., ‘An Adaptive Multi-Layer Botnet Detection Technique Using Machine Learning Classifiers’.

22 Hamami and Dahlan, ‘Air Quality Classification in Urban Environment Using Machine Learning Ap-
proach’.

24 Duan et al., ‘A Novel and Highly Efficient Botnet Detection Algorithm Based on Network Traffic Analy-
sis of Smart Systems’.

25 Khan et al., ‘An Adaptive Multi-Layer Botnet Detection Technique Using Machine Learning Classifiers’.
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Methods like the J48 Decision Tree, combined with K-means clustering, enhance
flight dataset training and prediction outcomes26. Decision trees, alongside other ma-
chine learning algorithms, have been effective in predicting flight time deviations?’.
Compared with other classifiers, decision trees are scalable and efficient, making
them valuable for large-scale air traffic scenarios?. They offer high prediction accu-
racy and valuable insights into the decision-making process, making them essential
for analyzing complex datasets.

While decision trees are a primary focus, other predictive modeling techniques also
play a crucial role in air traffic management. Some authors emphasized precise delay
classification and value prediction for operational decision-making. Hybrid ARIMA-LR
models have been highlighted for improved predictive accuracy. The effectiveness of
deep learning techniques like ANN, LSTM, GRU, and CNN has been demonstrated for
short-term airport traffic flow prediction. Safety performance functions have been
developed to forecast separation minima infringements, enhancing safety measures.
A predictive autoregression model combining SVM with polynomial and autoregres-
sion models has been introduced to improve traffic flow prediction accuracy.

3. IDENTIFICATION OF GAPS IN EXISTING RESEARCH THAT THE CURRENT
STUDY AIMS TO ADDRESS

Identification of gaps in existing research that the current study aims to address
involves focusing on the limitations and unexplored areas in the field of flight de-
lay prediction. While previous studies have made significant progress in areas such
as empirical analysis, causal relations, delay propagation modeling, and prediction
methods?9, there are still gaps to be addressed. For instance, some research has fo-
cused on the delay of previous flights without considering the effects of inter-aircraft
propagated delays (network effects)30. Additionally, existing centrality and causality
metrics have been found inadequate in characterizing the effect of delays in the air
traffic system. Moreover, while some studies have successfully predicted aggregate
flight departure delays based on supervised learning methods, there is a need to
delve deeper into individual flight delays and consider factors like aircraft types and
carriers that may impact delays3!. Furthermore, the impact of external factors such
as the COVID-19 pandemic on flight delays remains an area that requires more ex-
plorationTherefore, the current study aims to bridge these gaps by developing more
accurate and reliable methods for predicting flight delays, incorporating network ef-
fects, refining causality metrics, and considering individual flight characteristics to
enhance the effectiveness of delay prediction models.

2 Jia et al., ‘Flight Delay Classification Prediction Based on Stacking Algorithm’.

27 Stefanovi¢, Strimaitis, and Kurasova, ‘Prediction of Flight Time Deviation for Lithuanian Airports Using
Supervised Machine Learning Model’.

2 Tong, Qu, and Prasanna, ‘High-Throughput Traffic Classification on Multi-Core Processors’.

2 Tang, Kay, and He, ‘Toward Optimal Feature Selection in Naive Bayes for Text Categorization’.

30 |jetal., ‘Fast Evaluation of Aircraft Icing Severity Using Machine Learning Based on XGBoost'.

31 Wang, ‘A Note on Logistic Regression and Logistic Kernel Machine Models’.
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4. CLASSIFICATION OF FLIGHT DELAYS

Due to the lack of comprehensive regulations in U.S. federal law regarding compen-

sation for delayed/canceled flights, there are no standardized definitions for differ-

ent categories of delays based on measurable values such as time or distance. There-

fore, this study uses regulations from the European Union, specifically Regulation

(EC) No 261/2004 of the European Parliament and of the Council of 11 February

2004, which establishes common rules on compensation and assistance to passen-

gers in the event of denied boarding, cancellation, or long delays of flights. Based on

these regulations and literature, the following categories of delays were identified:

— Early Arrival: The aircraft lands before the estimated arrival time.

— On Time: The aircraft arrives on time or with a delay of up to 15 minutes.

— Delayed: The aircraft arrives at the destination airport with a delay ranging from
15 minutes to 2 hours.

— Significantly Delayed: The aircraft arrives at the destination airport with a delay
of more than 2 hours.

From these categories, we can identify four basic levels:
— Level 1: Early arrival

— Level 2: On time

— Level 3: Delayed

— Level 4: Long delayed

Additionally, an extra level is defined for exceptional situations:
— Level 5: Extraordinary situations, such as massive delays exceeding at least 6
hours beyond the estimated arrival time, etc.

Types of Delay Reasons

Unlike delay classification, the reasons for delays have been directly classified by the
U.S. Department of Transportation. The department defines five possible types of
delays:

— Carrier Delay: Delays within the control of the airline, such as aircraft cleaning,
maintenance, loading baggage, legal rest for crew, waiting for connecting pas-
sengers and baggage, damage from hazardous materials, fueling, catering, slow
boarding, overbooking, and documentation issues.

— Late Arrival Delay: Delays resulting from the late arrival of the previous flight,
causing a ripple effect on subsequent flights.

— National Airspace System (NAS) Delay: Delays due to air traffic control, weather
conditions (excluding extreme weather), airport operations, and high air traffic
volumes.

— Security Delay: Delays related to security issues, including terminal evacuations,
re-boarding due to security breaches, malfunctioning security equipment, and
long security check lines exceeding 29 minutes.

— Weather Delay: Delays due to extreme weather conditions at the departure air-
port, along the flight route, or at the arrival airport.

DOI: 10.55676/asi.v4i2.79
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These delay types can occur independently, as factors like bad weather do not influ-
ence overbooking by an airline. Therefore, knowing the specific delay values allows
for the calculation of the total delay value based on the sum of the individual compo-
nents. The total delay can be represented by the following formula:

O=P+PP+K+B+AO=P+PP+K+B+4,

where:

O =Total delay;

P = Carrier delay;

PP = Late arrival delay;

K = Air traffic control delay;
B = Security delay;

A = Weather delay.

Understanding the individual components of delays and being able to determine
their total value is essential for data analysis and building a model to predict the like-
lihood and level of delays. Given that flight information has been regularly collected
and published since 1987 and the U.S. has the most airports globally, accounting for
about 30% of the world’s passenger air transport, the dataset provides an impressive
amount of information on hundreds of millions of flights over the years. Therefore,
selecting an appropriate time range was crucial for proper and efficient analysis.

For this study, data from January 2018 to December 2022 was selected. During this
period, the number of recorded flights exceeded 30 million. The data files down-
loaded from the Bureau of Transportation Statistics website were in CSV format, re-
quiring proper formatting for analysis. The files were processed using Excel, and due
to Excel’s limitation of approximately one million rows per sheet, a data model was
created to allow simultaneous analysis of over 30 million cases.

5. DATA ANALYSIS AND MODEL DEVELOPMENT

5.1. DATA SET

This analysis used data from the United States Department of Transportation, cover-
ing flights operated by American carriers domestically. According to US regulations,
aircraft crews report detailed flight information, which is published monthly by the
Bureau of Transportation Statistics.

The data includes time-related details (year, month, day, etc.), airline information
(name, DOT and IATA codes, tail number, flight number), and cancellation/diversion
data (cancellation status and reason, diversion status). It also covers departure and
arrival performance (scheduled and actual times, delays, taxi times) and flight-specif-
ic details (elapsed flight times, air time, number of flights, distance, distance groups).

This data was crucial for analyzing flight delays, diversions, and airline performance,
requiring careful processing and elimination of correlated information based on the
analysis’s purpose.
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5.2. MODEL DEVELOPMENT

To develop a decision tree model, start by collecting and preparing your data, ensur-
ing it’s clean and properly encoded. Split the data into training and testing sets. Se-
lect important features through analysis and statistical methods. Build the model us-
ing a decision tree algorithm and train it on the training data. Optimize the model by
pruning to avoid overfitting and tuning hyperparameters. Evaluate its performance
on the test set using appropriate metrics. Visualize the decision tree and analyze fea-
ture importance to interpret the model’s decisions. Finally, implement the model in
production, monitor its performance, and document the process thoroughly.

5.3. TECHNIQUES FOR MODEL EVALUATION AND VALIDATION

The target function is default60, defined as follows: default60=(ArrDelayMinutes>60),
so delay of a particular airplane is greater than 60 minutes. There were tested also
other various benchmarks for delay, like 120, 30 or 90 minutes. All options resulted
similar tree decision structure and variable importance, so 60 minutes is used as an
example of delay event.

The tree decision model is built in SAS Viya 3.5 by application Model Studio. It is the
tool with In-Memory data-processing technology based on dedicated server called
CAS (Claud Analytical Services) — The Architecture of the SAS® Cloud Analytic Servic-
es in SAS® Viya™.

The model is built on random sample with 492 850 rows, what is 0.002398377 share
of the whole data. Even if it is small sample, the model is stable over time an don
sample datasets and has a good predictive power calculated on the whole data.

In general the statistics AUC is equaled to 96.33%, what means that if you take two
airplanes from the available data, where one is delayed and the other is not, then
the model with the about 96.33% probability is able to identify what is more likely
to delay, so there is only 100% — 96.33% = 3.67% of uncertainty in identification of
delayed airplanes.

The main parameters of the tree: splitting criterion — Entropy, the depth of three — 6,
min number of cases per leaf — 200, subtree method — C4.5 with p-value — 0.25.

In the model variables there are included information only available up to the mo-
ment of departers of airplanes, so based on the model we can calculate a probability
that an airplane will be delayed more than 60 minutes, so after taking off an airline
can incorporate some actions to minimize a cost of delay.

DOI: 10.55676/asi.v4i2.79
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>=57
Number: 15053
Predicted value: 1
1: 82.43%
0:17.57%
Departure Deley

26<=AND<57
Number: 17902
Predicted value: 0
1:7.81%
0:92.19%

>=82
Number: 8948
Predicted value: 1
1:98.51%
0: 1.49%

Figure 1. The tree decision with leaves identification [own elaboration]

68<=AND<82
Number: 2991
Predicted value: 1
1:78.13%
0:21.87%

<68 or MISSING
Number: 3114
Predicted value: 0
1: 40.33%
0: 59.67%
Distance

<26 or MISSING
Number: 262755
Predicted value: 0
1: 0.35%
0: 99.65%

>=946
Number: 892
Predicted value: 0
1: 33.74%
0: 66.26%

239<=AND<946
Number: 1837
Predicted value: 0
1: 41.86%
0: 58.14%
Air Time

<239 or MISSING
Number: 385
Predicted value: 0
1:48.31%
0: 51.69%

>=125 or MISSING
Number: 292
Predicted value: 1
1: 57.88%
0:42.12%

57<=AND<125
Number: 1229
Predicted value: 0
1: 41.01%
0: 58.99%
Distance

<57
Number: 316
Predicted value: 0
1:30.38%
0: 69.62%

>=666
Number: 415
Predicted value: 0
1:32.29%
0: 67.71%

406<=AND<666
Number: 607
Predicted value: 0
1: 42.83%
0:57.17%
Air Time

Number: 261
Predicted value: 1
1: 55.94%

0: 44.06%

<406 or MISSING
Number: 207
Predicted value: 1
1: 53.14%
0: 46.86%

<81 or MISSING
Number: 346
Predicted value: 0
1: 32.95%
0: 67.05%

The tree decision with leaves identification is presented in Figure 1.

Table 1. The main model measures on modelling data sets [own elaboration]

Modeling data set Size Gini AUC

Train 295710 92.45% 96.23%
Validate 147 854 92.56% 96.28%
Test 49 286 92.91% 96.46%
Whole data 205 493 100 92.65% 96.33%

J. MANEROWSKI / K. CUR / P. GO£DA / K. PRZANOWSKI / Predictive modeling of flight delays using decission tree

— 397 ——



— 398 —

AVIATION AND SECURITY ISSUES NO. 4(2/2023)

The table 1 provides a comprehensive summary of the modelling data set’s perfor-
mance metrics, including size, Gini coefficient, and Area Under the Curve (AUC) for
the Train, Validate, Test, and Whole data subsets.

The training set, consisting of 295 710 observations, is used to train the predictive
model. The validation set, which includes 147 854 observations, helps in tuning the
model and selecting the best parameters to prevent overfitting. The test set, con-
taining 49 286 observations, is utilized to evaluate the model’s performance on new,
unseen data. The entire data set, comprising 205 493 100 observations, provides
a comprehensive evaluation of the model.

The Gini coefficient is a measure of model performance, with higher values indicating
better predictive accuracy. The Gini coefficients for the training, validation, test, and
whole data sets are 92.45%, 92.56%, 92.91%, and 92.65%, respectively. These con-
sistently high values indicate that the model performs well across all subsets, with
a slight increase in the Gini coefficient from training to test sets, suggesting good
generalization to new data.

The AUC measures the model’s ability to distinguish between classes, with values
closer to 1 indicating higher effectiveness. The AUC values for the training, validation,
test, and whole data sets are 96.23%, 96.28%, 96.46%, and 96.33%, respectively.
These high AUC values across all subsets demonstrate the model’s excellent discrimi-
natory power and confirm its robustness and accuracy in predicting outcomes.

Overall, the table indicates that the predictive model is highly accurate and reliable,
with consistently high Gini coefficients and AUC values across all data subsets. The
model performs well on both training and validation data, maintaining strong perfor-
mance on the test set, which demonstrates its ability to generalize to unseen data.
The metrics for the whole data set further reinforce the model’s overall effectiveness
and robustness in predicting the target variable.

ROC

Y
l
I

2% /

os l/
0% 20% 40% 60% 80% 100%
False alarm rate / 1-Specificity / %Bads remain

60%

40%

Hit rate / Sensitivity / %Goods remain

Figure 2. The ROC curve on whole data [own elaboration]
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Table 2. The importance of variables [own elaboration]

Variable Relative importance
DepDeleay 99.83%

AirTime 0.11%

Distance 0.06%

The visualization of variable importance presents that the most important variable
is DepDelay what is, of course, obvious, but due to the tree decision now it is shown
by numbers and after tree decision study we can see, that airplane with delay >=57
minutes has only 17.57% chance to be not delayed more than 60 minutes. Further
investigation should focus on more advance models and data, especially it would
be a valuable to use weather data or traffic and capacity of airport. Based on ex-
tended data the problem could be defined in better way, and especially the variable
DepDeleay could be less important. Nevertheless, based on the current data can be
observed that the biggest reason of air delays is delay of departer and that factor can
be treated as a separate case in modelling.

Finally in the tree model there are used also variables like: Distance and AirTime.

It is also possible to prepare some additional reports called prediction plots, sepa-
rate graphs for every variable used in the tree, there are not presented due to very
intuitive results. On every graph can be observe the evolution of Delay rate over all
possible values of variables. In case of variables like AirTime and Disnance plots are
almost flat. For AirTime can be observed monotonic relation between time of travel
and probability of delay, longer time — bigger change of delay, But after 150 minutes
the plot is stabilized and probability of delay is constant and equal about 5%.

For DepDelay variable there is a big shift in prediction around 23 minutes from al-
most zero delay rate up to 8%. That information gives a business factor for further
investigation, namely to define some service level agreement of departer delays, to
not exceed 23 minutes.

Table 3. The measures of every tree leaf [own elaboration]

Size Share Delay rate | Cumulative delay rate Average probability
of delay
Tree leaf id
4 6 253 646 3.04% |98.25% 98.25% 98.51%
5 2009 737 0.98% |78.55% 93.46% 78.13%
10 222471 0.11% |54.32% 92.43% 57.88%
15 142721 0.07% |54.02% 91.80% 53.14%
16 195 462 0.10% |48.86% 90.85% 55.94%
282 129 0.14% | 45.45% 89.44% 48.31%
614 910 0.30% |36.40% 86.08% 33.74%
12 222170 0.11% | 33.05% 84.90% 30.38%
13 270127 0.13% |32.99% 83.53% 32.29%
17 234 465 0.11% |31.99% 82.37% 32.95%
12 590 415 6.13% | 7.70% 41.56% 7.81%
182 454 847 |88.79% |0.34% 4.96% 0.35%
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As can be seen based on measures on every leaf (Table 3), selection of first or two
leaves identify 3% or 4% of all airplanes with the biggest probability of delayed, more
than 93%. It gives us a possibility to identify airplanes with the delay and incorporate
some actions to minimize a cost of potential delay. Dependently on the target group
- selected number of leaves can be organized dedicated campaign to flight customers
to decrease costs of delays, the cumulative delay rate informs about possible share of
delayed flights in the target group.

The shares of leaves are not similar, and this is the most weakly point of tree decision
techniques, but in our case we focus only on first leaves to identify the most delayed
airplanes, what is enough to use it in Airline business optimization. Further our anal-
yses in next articles, where more different models are built, like Logistic regression
or Risk Scorecards will present solutions with better splitting into delay rate groups.

The main limitation of current approach is that the model is built with the assump-
tion that at the moment of flight departer there is the best possible time to inves-
tigate some actions, campaigns to the most probable delay airplanes to traveling
customers to minimize costs of delays. In case of more data, like weather or traffics
and capacity on airports, the business case can be moved into earlier time points,
maybe before entering customers into an airplane. It requires more research, and it
will be considered in next articles.

6. INTERPRETATION OF RESULTS IN THE CONTEXT OF AIR TRAFFIC
MANAGEMENT

Interpreting the results of decision trees in air traffic management, particularly re-
garding limiting aircraft delays, involves analyzing the outcomes of various decisions
to optimize the flow of air traffic. The decision tree model developed in this study
uses a 60-minute delay threshold to predict potential delays. This model was built
using SAS Viya 3.5 with a random sample of 492.850 rows from a comprehensive
dataset of over 205 million records. The model’s high performance, with an AUC of
96.33%, indicates its robustness and reliability in predicting delays.

The results show that the decision tree model performs consistently well across
training, validation, and test data sets, with Gini coefficients and AUC values demon-
strating its excellent predictive accuracy. The high AUC values, above 96% for all sub-
sets, suggest that the model is highly effective at distinguishing between delayed and
non-delayed flights. This high level of accuracy is crucial for practical applications in
air traffic management, where minimizing delays is a primary objective.

In the realm of air traffic flow management, decision support tools are vital for lim-
iting controller workload and complexity while enhancing air traffic throughput. The
decision tree model serves as a decision support tool by identifying the most sig-
nificant variables affecting delays, such as Departure Delay (DepDelay), which has
a relative importance of 99.83%. This insight allows air traffic controllers and airline
operators to focus on key factors that influence delays and implement strategies to
mitigate them.
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For example, the model shows that an airplane with a departure delay of 57 minutes
has only a 17.57% chance of not being delayed by more than 60 minutes. This infor-
mation can be used to prioritize interventions for flights that are already significantly
delayed, potentially reallocating resources or adjusting schedules to minimize the
impact of these delays on overall operations.

Furthermore, integrating deterministic integer programming models and decision
support systems can assign delays to aircraft under capacity constraints, allowing
for reactive adjustments to uncertainties in the system. This approach can be en-
hanced by the decision tree model’s ability to predict delays accurately, enabling
more effective traffic flow management and equitable distribution of delays among
stakeholders.

Additionally, the implementation of new strategies, such as rerouting management
during adverse weather conditions, requires decision support tools that can translate
weather information into anticipated operational impacts on air traffic32. The deci-
sion tree model can aid in evaluating the impact of new aircraft separation minima
and implementing arrival traffic strategies, thus minimizing delays and enhancing the
efficiency of air traffic operations.

The model’s insights also support the use of multi-agent systems to resolve conflicts
through local speed regulation and departure delay adjustments, ultimately reduc-
ing the number of conflicts and simplifying traffic management for controllers. Fur-
thermore, utilizing genetic algorithms for en-route airspace capacity enhancement
provides a flexible framework for dynamic route utilization, contributing to more
efficient air traffic and capacity management.

In conclusion, interpreting the results of the decision tree model in air traffic man-
agement involves leveraging decision support tools to optimize traffic flow, mini-
mize delays, and enhance operational efficiency. By utilizing advanced modelling
techniques, integrating integer programming models, and implementing innovative
strategies, air traffic controllers can effectively manage traffic flow, reduce delays,
and ensure the safe and efficient operation of air traffic systems. The high accuracy
and reliability of the decision tree model developed in this study provide a strong
foundation for these efforts, offering valuable insights and actionable information to
improve air traffic management practices.

7. SUMMARY

The study on predictive modelling of flight delays using decision tree algorithms high-
lights the significant impact that delays have on air traffic management. By leverag-
ing advanced machine learning techniques, particularly decision trees, the research
provides a robust framework for understanding and mitigating flight delays. The de-
cision tree model developed in this study, utilizing a 60-minute delay threshold, has

32 Zhang, Bianco, and Beck, ‘Solving Job-Shop Scheduling Problems with QUBO-Based Specialized Har-
dware’.
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demonstrated high accuracy and reliability, with an AUC of 96.33%, indicating its ef-
fectiveness in predicting delays.

The model’s ability to identify key factors influencing delays, such as departure de-
lay (DepDelay), and its application in real-time decision-making, offers substantial
benefits for air traffic controllers and airline operators. These insights enable the
implementation of targeted interventions to reduce delays, improve scheduling, and
enhance overall operational efficiency. Furthermore, the integration of additional
data, such as weather conditions and airport capacity, could further refine the mod-
el, providing even more accurate predictions and effective management strategies.

The consistent performance of the model across training, validation, and test data
sets underscores its robustness and potential for practical application in the aviation
industry. The study’s findings emphasize the importance of predictive modelling in
addressing the complexities of air traffic management, ensuring safe, efficient, and
timely air travel.

In conclusion, the use of decision tree algorithms in predictive modelling of flight
delays represents a significant advancement in air traffic management. The high
predictive accuracy of the model, combined with its interpretability and practical
applicability, makes it a valuable tool for optimizing air traffic flow, minimizing de-
lays, and enhancing the efficiency of air traffic operations. Future research should
focus on incorporating more comprehensive data and exploring additional modelling
techniques to further improve delay predictions and management practices in the
aviation industry.
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